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Università Ca’ Foscari, Venezia, Italia

† Laboratoire PPS,
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Lambda theories are congruences on the set of λ-terms, which contain β-conversion;
they arise by either syntactical or semantical considerations. Indeed, a λ-theory may
correspond to a possible operational semantics of λ-calculus, as well as it may be in-
duced by a model of λ-calculus through the kernel congruence relation of the interpreta-
tion function. Lambda calculus has been originally investigated by using mainly syntac-
tical methods (see Barendregt’s book [7]). Syntactical proofs of consistency of remark-
able λ-theories (for example, the theory equating all unsolvable λ-terms) were given
in Barendregt’s thesis [6]. Many other interesting examples of consistent λ-theories are
studied in [7, Chapters 16,17], most of the time syntactically.

Since syntactic techniques are usually difficult to use in the study of λ-theories, then
semantical methods have been extensively investigated. After the first model, found by
Scott in 1969 in the category of complete lattices and Scott continuous functions, a large
number of mathematical models for λ-calculus, arising from syntax-free constructions,
have been introduced in various Cartesian closed categories (ccc, for short) of domains
and were classified into semantics according to the nature of their representable func-
tions, see e.g. [7, 12, 29]. Scott continuous semantics [31] is the class of reflexive cpo-
models, that are reflexive objects in the category Cpo whose objects are complete par-
tial orders and morphisms are Scott continuous functions. The stable semantics (Berry
[15]) and the strongly stable semantics (Bucciarelli-Ehrhard [16]) are refinements of
the continuous semantics, introduced to approximate the notion of “sequential” Scott
continuous function. Although Scott continuous semantics and the other mentioned se-
mantics are structurally and equationally rich (each of them has 2ℵ0 models inducing
pairwise distinct λ-theories [26, 27]), nevertheless, they do not match all possible oper-
ational semantics of λ-calculus, because there is a continuum of λ-theories which are
omitted by all ordered models of λ-calculus with a bottom element (see Honsell-Ronchi
[20]; Salibra [30]).

Some of the models in the above semantics, called webbed models, are built from
lower level structures called “webs”. The simplest class of webbed models is the class of
graph models, which was isolated in the seventies by Plotkin, Scott and Engeler [18, 29,
32] within the continuous semantics. The class of graph models contains the simplest
models of λ-calculus, is itself the easiest describable class, and represents nevertheless
a continuum of (non-extensional) λ-theories. Another example of a class of webbed
models, and the most established one, is the class of filter models. It was isolated at the
beginning of the eighties by Barendregt, Dezani and Coppo [8], after the introduction
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of the intersection type discipline by Coppo and Dezani [17]. Not all filter models live
in Scott continuous semantics because, for example, some of them were introduced for
the stable semantics (see Honsell-Ronchi [19]; Bastonero et al. [9]).

According to Jacopini [22] a closed λ-term M is easy if, for any other closed term
N , the λ-theory generated by the equality M = N is consistent. Easy terms can be
considered computational processes of a completely non-informative kind. Thus they
are suitable candidates for representing inside λ-calculus the undefined value of a partial
recursive function. The paradigmatic unsolvable termΩ ≡ (λx.xx)(λx.xx) was shown
easy by Jacopini [22] (cf. [7, p. 402]) with a syntactic proof. Other syntactical proofs
that certain terms are easy may be found in the literature, e.g., (Jacopini-Venturini Zilli
[24, 23]; Intrigila [21]; Berarducci-Intrigila [11]; Kuper [28]).

Baeten and Boerboom gave in [5] the first semantical proof of the easiness of Ω
by showing that, for all closed terms M one can build a graph model satisfying the
equation Ω = M . Baeten and Boerboom build their graph model by a method of “forc-
ing”, which, although much simpler than the forcing techniques used in set theory, is
somewhat in the same spirit. Forcing considerations have been extended by Zylbera-
jch [33] to prove the simultaneous easiness of the members of some infinite family of
easy terms (see also Berline-Salibra [14] and Berarducci [10]). However, the semantical
methods via graph models have concrete limitations. For example, no semantical proof
of the easiness of ω3ω3I (where ω3 ≡ λx.xxx and I ≡ λx.x) via graph models can
exist, in contrast to the case Ω, since Kerth [25] has shown that no graph model satis-
fies the identity ω3ω3I = I. The easiness of the term ω3ω3I was proved syntactically
in (Jacopini-Venturini Zilli [23]), but was only given a semantic proof in (Alessi et al.
[2]), where the authors build, for each closed term M , a filter model of ω3ω3I = M .

Alessi and Lusin in [4] introduced a general technique to prove the easiness of λ-
terms through the notion of simple easiness. This notion implies easiness and can be
handled in a natural way by semantic tools. It allows to prove consistency results via
construction of suitable filter models of λ-calculus living in the category Cpo: given
a simple easy term M and an arbitrary closed term N , it is possible to build (in a
canonical way) a non-trivial filter model which equates the interpretation of M and
N . In [3] Alessi, Dezani and Lusin prove in such a way the easiness of several terms.
Besides, simple easiness is interesting in itself, since it has to do with minimal sets of
axioms which are needed in order to assign certain types to easy terms.

The TLCA list of open problems is a list of twenty-two problems that aims at col-
lecting unresolved questions in the subject areas of the TLCA (Typed Lambda Calculi
and Applications) series of conferences. Problem 1 and Problem 20 are the only ones
that have been solved to date. Problem 19 in the TLCA list was posed by Fabio Alessi
and Mariangiola Dezani-Ciancaglini in 2002 (see [1]) and asks whether easiness implies
simple easiness. In this paper we negatively answer the question providing a nonempty
co-r.e. (complement of a recursively enumerable) set of easy, but non simple easy, λ-
terms.

Outline of the proof. The main idea is to apply computability theory in the context
of lambda models, as done in [13]. The key step for the proof is the construction of a
λ-model P with the following properties:
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(i) Ord(P) is contained within Ord(F), for every filter model which lives in Cpo
(being Ord(A) = {(M,N) : |M |A ≤A |N |A});

(ii) the interpretation |λx.x|P is decidable.

We now briefly explain how such properties are obtained by our construction.
First of all we observe that for any filter model F in Cpo and any inequality M ≤

N which fails in F, i.e., |M |F 6≤F |N |F there is a finite piece of F which is responsible
for this failure. To such finite piece, let’s say F0, which is just a partial model of λ-
calculus rather than an actual one, we apply a completion procedure whose outcome is
a model Fω such that M ≤ N fails Fω . Now P is defined as the direct product of all
completions of finite pieces of filter models; as a direct product of λ-models, P itself
is a λ-model and by construction every inequality which holds in P also holds in every
filter model in Cpo. This explains property (i).

The completion procedure that we use is also effective and each underlying set of
the completion Fω of a finite piece F0 of filter model admits a numeration, with re-
spect to which the interpretation |λx.x|Fω is decidable. Then, by construction, P itself
comes equipped with a numeration with respect to which the interpretation |λx.x|P is
decidable. This roughly explains property (ii).

With these properties at hand we are now in the position of exhibiting a non-empty
set of easy but non-simple easy terms.

By direct calculation, property (ii) implies that X = {N ∈ Λo : |N |P ≤ |λx.x|P}
is a non-empty beta-closed co-r.e. set (i.e. it is the complement of a recursively enumer-
able set) of λ-terms and moreover the set E of all easy terms is also beta-closed and
co-r.e.; now a theorem of Visser allows us to say that E ∩ X is co-r.e. and non-empty
too. Finally using property (i) we can prove that the assumption of simple easiness for
an arbitrary term belonging to E ∩X leads to the contradiction of Böhm’s Theorem, so
that set E ∩X witnesses the existence of easy but non-simple easy terms.
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